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Statement (obvious):

Critical Infrastructures are

(Engineered) Complex Systems
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Complex (technical) systems

Network of many interacting components

Components of heterogeneous type

Hierarchy of subsystems

Interactions across multiple scales of space and/or time

Dependences (uni-directional) and
Interdependences (bi-directional)
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Characteristics of complex systems

- Characteristics of Complex Systems

A ‘complex’ system
__|_ Emergent behavior that cannot
be simply inferred from the

- ) =
- behavior of the comporents .
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Across Scales, and thus
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ef,) [New England Complex Systems Institute, 2005]
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Critical infrastructures =
complex systems

CentraleSupélec

15



Critical Infrastructures: complexity

o Structural complexity

 Heterogeneity

e Scale and dimensionality
(interdependences)

 Decomposabillity

 Dynamic complexity
 Emergent behavior
« Adaptive learning
« Evolution and growth mechanisms
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Critical Infrastructures: structural complexity

 Heterogeneity of components across different technological domains
due to increased integration among systems.

¢ Physical hard components (road, railways, pipelines, ...)

% Soft components (SCADA, information and telecommunication
systems)

% Human and organizational components
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N Critical Infrastructures: structural complexity

Example of
Infrastructures

Interdependencies
[Rinaldi et al. 2001]
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Critical Infrastructures: structural complexity
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Examples of nth-order interdependencies and effects.

Factors/Forces
ontributing to Energy
Crisis in California

» Deregulation
Policies

» New Energy
Marketplace
Dynamics

= Tight, High-Cost
Gas Supplies

» Utility Financial
Crisis

+ Substantial
Load Growth

» Lack of New
Generating and
Transmission
Capacity

» Aging Fleet of
Power Plants

= Low Hydro
Conditions

» Transmission/
Environmental
Constraints

First-Order Effects

Curtailed
Natural Gas
Production

Qil
Pipelines

Disruption
of Product
Pipelines

Disruption of
Irrigation Pumps

Second-Order Effects

Third-Order Effects

Cogen-
eration

Reduced Steam
Injection for Heavy
Qil Production

Refineries

Inventory Buildup;
Curtailed Operations

Storage
Terminals

Inventory Drawdown;
Shortages of Gasoline
and Jet Fuel

Crop Losses

Qil
Production

Reduced Heavy
Oil Production

Road
Transportatio

Shortages of Specially
Formulated Gasoline

Air
Transportatio

Disruption of
Flight Schedules

Banking and
Finance

Financial
Losses
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Critical Infrastructures: dynamic complexity

Emergent behavior refers to actions of a system as a whole that are not
simple combinations of the actions of the individual constituents of the
system. It emerges in response to changes in the environmental and
operational conditions of parts of the system.

Examples:

* Internet: social bookmarking leads to an emergent effect in which
iInformation resources are reorganized according to users priorities.

» Electric power grids: local failures can evolve into unexpected cascade
failure patterns with transnational, cross-industry effects.

« Smart grids: large amount of information exchanged within technologies at
a period of high electricity demand can lead to a vulnerable condition of

the system.
 Road transportation congestion: slow movement of the traffic.
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Emergent behavior: Traffic

-

Global system property that emerggew movement of thetraffic

It arises from the cumulative effects of the actions and interactions of all
individual vehicles. The global effects depend on the general activities of
sufficiently many of them, within the context of that highway.

It is not due to specific actions of individual vehicles - no individual vehicle
plays a critical role.
e’) If some subset of the vehicles acted differently in their local actions (within
@ . . .
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What problem?
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Italian Blackout, September 28, 2003 S oo

No effects on the
Financial services | financial markets

Network users

{Internet)
lcT disconnected
(Internet) from server or
data transfer IcT Critical state but
vaiy Tow (Telecommunication) operable

Power failures in
the south part of
Switzerland

Power lost and
heavy demand

Server power
lost
Power outage
and instabilities
Water and food
B Wt o
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blackout
Food supply Food supply
ngrnou;';?m services services
iraffic lights interrupted interrupted
'..Majur highway
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Power oulage
at airporis
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\Problems of
transfering

people to
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No serious
Alrport closures/ problems

Flights cancelled =
Railway service

stop
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Relevance of the problem: large consequence

|talian Blackout, September 28, 2003
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Relevance of the problem: non-negligible probabilit y
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Cascading
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Large

consequence
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Critical infrastructure protection and
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Resilience

Resilience : ability of the system to sustain or restore its basic
functionality following a risk source or event (even unknown events)
[SRA, Glossary, Aven, Sept. 2014]. It includes technical (physical),
organizational, social and economic aspects [Bruneau et al. 2003]
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N Features of system’s resilience

Efficiency of the Maintaining the

system’s function

existence of the
system’s function
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Vulnerability and resilience

Low Susceptibility No cascading effects
Sys with LOW vulnerability /
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Protection and resilience of critical infrastructur es:
scientific and technical issues

!

(Networked) Cls protection
! 1 \
Dependency Structural Dynaml_c
complexity complexity
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Protection and resilience of critical infrastructur

ways to go

o

es.

(Networked) Cls protection
|
Modelling & Data/event-
Simulation driven study
[
I I
Cl vulnerability = | Cl resilience
assessment assessment

Optimal design
Optimal resilience
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Resilience of critical infrastructures

||
o )
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2 F,
2 |
= . l  recovered
2 - disrupte state ! . state
time)
* Network System
theory-based Cascading yStel
. : restoration * Flow
« Physical failure model model
(power) flow ode
< <
. Multi-objective Optimal design Optimal * Mixed integer
evolutionary for cascading restoration for programming
optimization, failure system  Heuristic searching
e.g., NSGA-II, mitigation resilience and project
NSBDE... g J L J scheduling
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Protection and resilience of critical infrastructur es:
the analysis

W. Kroger and E. Zio, “Vulnerable
Systems”, Springer, 2011
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System analysis:

hazards and threats identification
physical and logical structure identification

dependencies and interdependences
identification and modeling

K- dynamic analysis (cascading failures) /
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Quantification of
system safety
indicators

Identification of
critical elements

~~

\_

(A

pplication for system improvements (optimization):

design
operation
interdiction/protection

~
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Modeling for critical infrastructures protection
and resilience
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[ Vulnerability and Resilience }

assessment of Cls

Phenomenological Structural/ .
) : Flow Logical
Functional Topological
methods methods
methods methods

e.g., Agent Based e.g., Topology- e.g., Flow-based e.g., Risk Analysis
Modeling and based approaches approaches (fault/event trees,
Simulation, System (maximum flow ...), Probabilistic
Dynamic Model, model, ...) Modeling (Markov
Economic-Based Chains, Bayesian
Approaches, ... network, ...)
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he Dual Analysis
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e Critical Infrastructures are engineered complex systems: structure + failure
dynamics + resilience process

Direct Problem Inverse Problem
Aggregation Disaggregation
Challenge Challenge
ldentifying

Evaluating Global

. Vulnerabilities at
Indicators

the Components
Level

e Critical Infrastructures modeling: topological, flow, phenomenological, logic

Detail Computational cost
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Systems (of systems) modeling: Theissues

REAL SYSTEM

1) System(-of-systems) representation
2) System(-of-systems) modeling
3) System(of-systems) simulation with k=

. - W
uncertalnty pPro pagatlon REPRESENTATION
Goal Tree
¥ ;j_ﬁiwﬁg
Uncertainty: Ll B
Success Tree g gata
e Aleatory =
. . T Gile
 Epistemic g
P ,[ —— ' PZ‘(Zl)‘LT
Y, Y] Z Z
pR1) " | MATHEMATICAL — ZI P72(2Zy)
[A-)}.: o MODEL: R |Q.,
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SIMULATION with UNCERTAINTY PROPAGATION
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System susceptibility to intentional hazards:
Criteria identification by hierarchical modeling

P - o [
PR

_[ Physical characteristics J“ S
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[ Number of workers ]

- [ Nominal power production ]

S [ Number of production units ]

’J[ Percentage of contribution to the welfare ]

77000{ Size of served cities ]

Critl Physical characteristics

/
e
| 3

Crit2 Social criticality o compenes |
Crit3 Possibility of cascading failures |=

[ Crit4 Recovery means

Crits Human preparedness

Crite Level of protection
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N System susceptibility to intentional hazards:
Evaluation by Sorting / Classification

Sorting / Classification model

/ Category2 Category1 \
bs

N _
System S;

Crit2

System S, » |

e Crit4

SySte M Sg/ crits

K Crit6
N

No. Assignment\

s1 2
Category 52

1 Satisfactory :Z
Acceptable Sc
Problematic S6

Serious S7

o S8
[) S9
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Modeling for critical infrastructures protection and resilience

Spreading rules:
e fixed load (5%) transferred after a failure to neighboring nodes
e fixed load, /, (10%) transferred after a failure to interdependent nodes

Sad o
bt

Propagation
follows until no
more working
component can

(o)

b

fail 100% = component relative limit capacity
% Initiating event: uniform disturbance (10%)
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Modeling for critical infrastructures protection and resilience | = sourcuco

LAND

25

o
15 g

10

Average Cascade Size, S

o
T
9]
O
—_
I

Ny QOURNR I
HE= XYY { i L 1 1 1 : 1 1
0.5 0.55 0.6 0.65 0.7* 0.75 0.8 0.8 0.9 0.95 1
verage initial load, L

L., =0.7266 L =0.8662

[} E. Zio and G. Sansavini, "Modeling Interdependent Network Systems for Identifying Cascade-Safe Operating
® 8 Margins", |IEEE Transactions on Reliability, 60(1), pp. 94-101, March 2011
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Optimal design for cascading failure mitigation (top
Application to the FPTN400

0.9~ —@— original network B 0.5

—A— Pareto solution #3 —@— original network
—A— Pareto solution #3
—— Pareto solution #17

0.8 —— Pareto solution #17

\“LA

0.6

0.5

0.4

0.3

failure loss (efficiency loss)

0.2

0.1

a

Technical result: failure mitigation by adding redundant links at
relatively light loading

Methodological/Conceptual result:  results are consistent
between the ML and OPA models: topologically robust network is

physically robust

®» ————— R
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Integration of Control Theory and Reliability Theory
for the Resilience Analysis of Complex Systems
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Case study: Gas-Power interconnected infrastructures

0,5 (1)
« With thedynamics of system states:
(on the buffers and the links)

xt=Ax+Bu+s
y=Cx+ Du

» Taking into consideration the
constraints/capacities of nodes and links

* Theoutputsof system are states of use

800 x;_s.o_q _x_l)@ 500 (MWHh)
-\".\400
y = X6, X15, X11, X12, X17]
— Dp,,Dp,, Dy, Dy,

A
v X

(Nozick et al., 2005))
» Solve theoptimization problem in order to ensure the users demands:
J = min(wp, |x¢ — Dp, | + wp, |x15 — Dp, | + wp, |x11 = Dy, | + wp, %15 + X417 = Dy, D,
e’) wherewp , wp,, w,, 0y, are the weighting parameters of the users.
@
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Integration of Control Theory and Reliability Theory

for The Resilience Analysis of Complex Systems
||

Case study: Gas-Power interconnected infrastructures

Resllienceregion
F=0
Parameter spaceF X ug¢; X th \ i s
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Optimal restoration for system resilience:
Application to the FPTN400

|
(a) Scheduling (b) MIP
" :"»
Ny [l h\ N
2 g % . : b
e ‘i ; e l \1 :

\-h-

/5 /5
Technical result: similar restoration plans by heuristic
scheduling algorithm & MIP

\J
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Structural complexity : heterogeneity, dimensionality, connectivity

Dynamic complexity : emergent behavior

Uncertainty : aleatory, epistemic, perfect storms, black swans
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Complexity
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| (Complex) Systems
||

O—0O—=0O
Series N
R(t)=|_JR.(t)
O
Parallel O
O
N

R(t) =1- |‘1| [1-R )]

Standby

@
®
Cemralafupéies H | TN



;: .-. . 3 - '—r.:mi—'m
m ™ PR

- I

Norpipe, Europe |
Interconnector
South-North Line

Eustream

Transit System



S POLITECNICO
dEX2~\ DI MILANO
£

N Complexity and reliability

complexity, reliability

Gf.) time




E POLITECNICO
@'3 {:r.“ﬁ DI MILANO
7P

N Complexity and vulnerability/risk/resilience: surprises

Complexity

s

Surprises > S
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Modeling for critical infrastructures protection and resilience | az sourcuco

NG

[System analysis: \

- hazards and threats identification

- physical and logical structure identification

- dependencies and interdependences '\"Oé‘f”“g
identification and modeling Critical

Infrastructures

\ - failure/resilience dynamics analysis (cascades)j \Q @

—_—_————e—ee e Y e = =

{/ [_APPROACHES |~~~ \
e . e . |
Quantification of Identification : |
system safety of critical | Topological Flow Phenomenological Logical l
indicators elements | dynamics }
\. _ .. Vi
Application for system improvements: T Y —_ QUTPUTSH
|
: |
- design | System Critical :
| indicators elements I
- operation ll |
)

- interdiction/protection

- /

Systems of systems

o W. Kroger and E. Zio, “Vulnerable
o ) Systems”, Springer, 2011

CentraleSupélec H | TN




Conclusions. Modeling for critical infrastructures
protection and resilience

Analysis
s ﬁ]_*::.m

1. System(-of-systems) representation

2. System(-of-systems) modeling

3. System(-of-systems) behavior quantification (by
simulation) accounting for the presence of uncertainty
(aleatory and epistemic)
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he complexity of analyzing the Vulnerability and Resilience o
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Structural Complexity + Dynamic Complexity

g

Modeling, Simulation, Optimization and Computationa | Challenges
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Topological Phenomenological [l &)=
Detail Computational cost Detail Computational cost
OK OK oK OK
1 "*’ | Uncertainty Logic
| Detail Computational cost
_ oK 0K
. n
Flow dynamics | .~ =
Detail Computational cost i
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